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Abstract

Problem
 
Several model architectures can be proposed for a given biological 
system. Each model has a vast parameter space, with hidden control 
variables influencing the system. Dynamical shifts are challenging to 
model, and real-world scenarios often involve complex dynamical 
regimes.

Our IHCV Method

Our method uses normal forms as universal, scalable, and minimal 
dynamical building blocks. It formalizes the notion of hidden variables 
and outperforms state-of-the-art methods for model discovery under 
real-world assumptions.

Results 

We successfully uncover the underlying equations and unobserved 
hidden variables in data generated from the toggle switch, genetic 
oscillator, Waddington landscape, and 11 other models. The predicted 
models can reproduce dynamical regimes not included in the training 
data, without requiring access to derivatives or large datasets.

Formalizing the Notion of Hidden Variables

Normal Forms

State Variable

Saddle Node

Alpha 

Alpha = hidden variable

Transitions between 
different dynamics due 

to hidden variable  

Single dynamic due to 
hidden variable  

Hopf 

Alpha 

State VariableState Variable

Alpha 

Pitchfork 

Transcritical

Alpha 

State Variable

Reconstruct
Assumption:

Saddle Node

Observation x

Stable Manifold

Time

Prediction

Ground Truth

Time

Hidden variable discovery

b)

Reconstruct:

Assumption:

Observation x
Stable Manifold

Time

Prediction
Ground Truth

Time

State Variable State Variable

Hidden
Variable

State 
Variable

FitzHugh-Nagumo

Hodgkin-Huxley

Genetic toggle switch

Genetic oscillator

Waddington landscape

Cell reprogramming

Models

Lorentz attractor

Delay diff equations

Saddle Node Hidden variable discovery

Pitchfork Hopf

VALIDATION

DISCOVERY FOR UNKNOWN SYSTEMS

References
1. Wang, J. (2022). Perspectives on landscape and flux theory. J. Biol. Phys., 48(1), 1–36.
2. He, X., et al. (2023). gLaSDI: Parametric physics-informed greedy latent space dynamics identification. J. Comput. 

Phys., 489, 112267.
3. Laiz, R. G., et al. (2024). Self-supervised contrastive learning performs non-linear system identification. 

arXiv:2410.14673.
4. Strogatz, S. H. (2018). Nonlinear Dynamics and Chaos. CRC Press.

Current Challenges
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Current challenges:

● Lack of access to fundamental equations.
● Nature does not provide extensive data.
● Cannot measure all the variables.
● Unreal assumptions.
● Current predicted models are unstable (stiffness).

General Overview
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Machine learning algorithms:
MLP's, Random Forest, KNN, SVM. 
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Loss function:
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Assumption 1: Vicinity to slow manifold.

 
Assumption 2: Velocity cero.

 

Assumption 3: Selection of Normal Forms.

Assumption 4: Polynomial structure. 
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Learning New Dynamical Regimes

Future Research
We aim to capture complex transitions and dynamical shifts in intricate systems. Building on our current work with 
two normal form combinations (e.g., Saddle-Hopf, Saddle-Pitchfork), we plan to expand to 4–6 combinations, 
constructing a comprehensive library of normal forms to model these systems more effectively. Such dynamics 
remain underexplored in high-dimensional data applications. Thus, we will address scalability by extending IHCV to 
higher-dimensional systems.


